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Distributed Local Gradient Descent s
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. What is Local Training

Broadeast 24 to the workers

Brief History of Local Training

ProxSkip: Bounding the # of Iterations

f is p-convex and L-smooth:

Theorem: 4l = vl < Ds(@y) < §llz - vl
£ is the condition number of f-

.What does Local Training do? (gl = omz
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# iterations Lyapunov function:

def 2 i 2
R v ool g el
. 100 g o
Algorithm 1 ProxSkip ~ Pt
1: stepsize v > 0, probability p > 0, initial iterate zo € R, initial control variate o € R, number of iterations 7' > 1 102
S 2: fort=0,1,...,T—1do —=— Local GD
L 3 B =z —Y(Vf(@) — ) © Take a gradient-type step adjusted via the control variate h, % 10 —w— Scaffold
T 4:  Flip acoin 6; € {0,1} where Prob(6; =1) =p © Flip a coin that decides whether to skip the prox or not J\ —— Scaffnew
5. if6; = 1 then ;i/ 106 —e— FedLin
6: 41 = ProXay (Be41 — The) o Apply prox, but only very rarely! (with small probability p) S-Local-GD
w e e e w 7:  else B
8: Tpp1 = T © Skip the prox! 10
9:  endif
10: hepr=he+ ?,(wﬁ-l — Z41) © Update the control variate h; 1010
11: end for 0 200 400 600 800 1000
Communication rounds

(c) theoretical hyper-parameters



Part 1
What is Federated Learning?



The First Federated Learning App: Next-Word Prediction?

Federated Learning is a collaborative
machine learning from private data
stored across a (large) number of
clients/devices (e.g., hospitals,

phones, banks)
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Part 2
What is Local Training?



Local Training

A. Gradient Descent
B. Distributed Gradient Descent

C. Distributed Local Gradient Descent



Gradient
Descent

min f (x)
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Distributed
Gradient Descent

min f (x) &' % Z Ji(x)
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Distributed

Gradient Descent PR
1 n machines

min f (x) ¥ — 5 fi (%)
i=1

X€ER4

# model parameters / features Loss on local data D; stored on device /

fi(x) = Eved fi,o(x)

The datasets D1,..., Dp can be arbitrarily heterogencous



Distributed Gradient Descent

Site 1 - Computer Site 2 — Mobile Device
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Receive xt+ from the Server

Receive x+ from the Server

Xi,t = Xt X2, 6= Xt
x1,t+1 = X1,t — yVfi(x1, ¢) x2,t41 3 A28~ vV f2(¥2, 1)
Server

| 3
Xt+1 = §Z Xi, t+l =
1=1

Broadcast x++1 to the Sites

Site 3 - Hospital

=15
3
NS
Receive xt+ from the Server

X3,t = Xt

x3,t+1 = x3,t — vV f3(x3, t)



Distributed Local Gradient Descent

Site 1,2,3 — Computer, Mobile Device, Hospital
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Receive x+ from the Server

X1,t = Xt

x1,t+1 = x1,t — YVfi(x1, t)

X1, t+K = X1, t+k-1 =Y Vfi(x1, t+k-1)
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Xi+K = EZ Xi, t+K
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Broadcast x++x to the Sites

Server
Central Orchestrator




Part 3
Brief History of Local Training



First general Theory for Local GD

First Analysis of Local GD on Heterogeneous Data
Khaled, Mishchenko, Richtarik

S

Communication-efficient Learning of Deep Networks from Decentralized Data

S

Descent to

H. B. McMahan et all

From Gradient Federated Averaging - Local GD Q
2020

Local Gradient
Descent Local Gradient Descent Proposed Q
Parallel Gradient Distribution in Unconslrained Optimization

7’

0. L. Mangasarian

2017

Gradient Descent
Compte Rendu a I' Académie des Sciences
L. A. Cauchy ‘ /

1995

1847



Part 4
What does Local Training do?



Local Training

1 local step
2 local steps
4 local steps
8 local steps
16 local steps
32 local steps
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15000 20000
Communication rounds
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